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SUMMARY

This study was conducted for the Naval Analysis Programs Office
(Code 462) of the Office of Naval Research, and is concerned with the
collection and comparison of measures of effectiveness (MOE's) used in
Navy studies and analyses. The study results are intended primarily for
the use of analysis staffs within the Department of the Navy.

In this final report are included the results of examining 213
Navy studies of system effectiveness covering virtually all aspects of
Naval warfare. These results are presented in several different forms.
First, a data base, utilizing two types of formats - Study Review Summary
or MOE Review, has been established to present in summary form the effec-
tiveness profile of each study chosen for examination. This profile pre-
sents an outline of the military situation addressed, variables and quali-
tative factors considered, and the special assumptions and limitations in
the MOE formulation and development. Second, a general summary of measures
of effectiveness used in Naval warfare is presented, categorized by type
of platform, system or subsystem of interest, as well as the warfare
area of applicability.

0f the studies examined, the ASW area accounts for 37%, the attack
area accounts for 23% and the antiair warfare area accounts for 9% of the
warfare areas considered. The remaining 31% consists of mining and mine
countermeasures, surveillance, strategic systems, electronic warfare,
amphibious assault, communications, command and control, navigation, special
warfare, reconnaissance/intelligence, logistics and ship support. In terms
of the General Operational Requirements areas, Strike Warfare accounts for
35%, Antisubmafine and Undersea Varfare accounts for 46%, Command Support
accounts for 15% and Operational Support accounts for 4%.

Analysis was also conducted on the types of variables used in
"mathematical model formulation and development. Study results show that
nearly 45% of all independent variables considered were associated with the
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system(s) of interest to the study authors, only 19% of all indepen-

dent variables relate to the threat or target, and slightly less than

3% of all independent variables relate to the physical environment.

Some general observations and conclusions that can be made on the

basis of having examined 213 system effectiveness studies in Naval warfare
are as follows:

(1)

The criterion for success is seldom explicitly stated.

To explain what is meant by the term “success criterion"
in this study, one must approach this from the recognition of
the MOE as a quantification of how well the success criterion
is met. Consequently, the success criterion could be the goal
or objective of the mission or even a specific quantitative
requirement that must be attained. For example, if the success
criterion is destruction of target, then the MOE could be the
probability of target kill, or for the success critericn of
X yards Tocalization accuracy, the MOE could be the probability
of target localization within x yards. Unfortunately, the
criterion for success in a given situation is generally never
stated, but implied either through the choice of the MOE or
through the specific details (such as airplane drops bombs
on ground targets, submarine fires torpedo at merchant ship,
etc.) of the warfare situation being analyzed.

There exists more than one way of quantifying how well the

criterion for success is met.

The message to be gleaned here is that, as one would no
doubt expect, there is more than one choice of a MOE for a
given success criterion. To illustrate this, Appendix D
contains examples of success criteria observed in the pre-
paration of the Study Review Summaries. For example, for
the success criterion of target destruction, possible MOE's
are the probability of target kill, the expected number of



targets killed and the number of targets killed per unit time.
Furthermore, in some cases, as.demonstrated in the preceding
example, for the same success criterion we find both probabil-
istic and expected value types of MOE's. This is an interesting
situation since probabilistic types of MOE's are more represen-
tative of a measure of confidence in system performance, whereas
expected value types of MOE's are representative of a measure

of relative system performance. The desired usage of a MOE

for a given success criterion typically influences the choice

of a MOE type.

For each possible mission title (or name) there is more than

one way of defining the mission.

The point being made here (as seen in the tab]es‘of°
Appendix D) is that a mission title without the supporting
definition does not provide enough information about the
situation to be analyzed, and, furthermore, does not provide
enough insight into possible success criteria or even MOE's
that are applicable. This is illustrated in Appendix D by
the fact that for the same mission title there can be more
than one definition, and for the same mission title there is
more than one criterion for success. '

The rationale for MOE selection is not always presented.

Many study authors do not* say why they have chosen the
MOE(s) presented in the study. This is probably due to sev-
eral factors such as it was not considered necessary, or it
is clear to those analysts working in that area what the
meaningful MOE's are so why explain the choice. The mere

*

Rationale for selection was only provided for 84 out of 232, or 36.2%,
MOE's considered in 139 Study Review Summaries. Counting all additional
MOE's and those MOE's in MOE Reviews, this percentage drops to 21.4%
(i.e., 200 out of 933). '
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fact that such rationale is not presented should not neces-
sarily be regarded as bad, but it might be halpful to the readers
of the study report(s) to know what the important considerations
were that led to the choice of the MOE(s). This information pro-

vides insight into how the reader of the report would make such
a choice.

Physical environment aspects appear to be generally ignored

or casually treated in effectiveness studies.

On the average (see Table 4), only about 3% of the
independent variables used in MOE formulation and development
relate to the physical environment. This is particularly true
in the ASW areas where one would expect that factors such as sea
state, water temperature, salinity, ocean depth, etc., would have
significant influence on not only the study results but the model
development. Sometimes it is difficult to tell when reading a
report as to whether or not such factors have been accounted for
when one chooses the value of a parameter such as detection pro-
bability. Specifically, sensor detection probability against a
particular type of target is sometimes given as a number relating
to the environmental situation being analyzed, whereas in other
cases a sensor is characterized as one that has associated with it
a given detection probability independent of weather and environ-
ment.

It appears that there are cases where the variables selected
for model formulation are not readily (if at all) measurable

in the real world.

There does appear to be a significant gap between those
analysts that build mathematical models and perform analyses
and those individuals that collect and measure data, which
presumably could be used to support and validate these models
and analyses, in fleet exercises, tests and sea trials. In
other words, one could raise the question as to whether or not



mathematical rigor is reguired when one cannot obtain realistic
data. Of course, one reason for not addressing the question of
data availability is that sensitivity analyses sometimes need to
be performed to identify significant and influencing factors that
should be measured. Furthermore, a particular variable may not
be readily measurable but upper and lower bounds might be known
thus enabling one to "bound" the‘mode1 results.

In general, the MOE's used are those that are readily obtained
via model development.

The choice of a MOE appears to be dictated sometimes by
how easy it is to formulate it and develop the underlying mathe-
matical model. As a result, more suitable MOE's might be ignored

. simply because of the fact that it is either too difficult or one

does not know how to perform the mathematical ana]yses required
to generate values of these MOE's.

Very seldom, when more than one MOE is identified, is a ranking
of importance performed or combined measure developed and used.

It is not necessarily true that Jjust because one uses more
than one MOE in a study that he should rank them by importance
or, for that matter, combine them in some way'into a universal
MOE. On the other hand, because of the subjectivity perhaps in
doing this, in only a relatively few of the studies examined have
the authors attempted to do this. This is an interesting observa-

tion because it suggests that study analysts and model developers
in general tend to avoid doing this.

Expected value type MOE's are most prevalent in force level
studies, whereas probability type MOE's are most prevalent in
subsystem level studies.

Stafistica] (basically expected value or average) type MOE's
occur (see Table B) more often in force level studies (39%) and
decrease in frequency in going from system level (21%) to

vi
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subsystem level (20%). Probabilistic type MOEﬂs occur more often
in subsystem Tevel studies (43%) and decrease in frequency in
going from system level (38%) to force level (26%) studies.

On_the average, over twice as many independent variables in the
MOE formulation occur in the friendly force category than in the
threat and target categories combined.

On the average (see Tables 4 and 5), 45% of the independent
variables fall in the friendly force category and 19% in the
combined threat and target categories, thus yielding a ratio of
over 2 to 1. This provides an assessment of the emphasis placed
by study authors on the force of interest to them in the opposing
forces situation.

As the study level increases, from subsystem to system to force
level, the percentage of independent variables in the friendly
force category decreases and the percentage of independent veriables

in the friendly force interaction with threat or target catecory
increases. '

The percentage (see Table 6) of independent variables in the
friendly force category is highest for subsystem level (60%)
studies and decreases in going from the system level (45%) to the
force level (39%). In the case of -the friendly force interactions
with the threat and target, the percent distribution of indepen-
dent variables is highest for force level (37%) studies and
decreases in going from the system level (34%) to the subsystem
level (18%).

It is not easy to compare similar effectiveness studies.

A completed Study Review Summary format provides a profile of
the study and could be used as the basis for performing a comparison
of similar studies. Indeed, this is the case, but Ultrasystems has
found that when viewed and compared in this way the study formats

vii



usually do not agree beyond the first few entries, such as the
Evaluation Level, Function, Mission and Definition in Section B..
If the Criterion For Success is not the same in the studies,

then one cannot meaningfully proceed in the comparison; on the
other hand, the fact that the success criteria do not agree does
provide an item for comparison. Comparing Section C in the study
formats does illustrate the level of detaf] used in the develop-
ment of the respective mathematical models.
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I. INTRODUCTION

This report presents a sumnary of the effort performed under Contract
#N00014-71-C-0247 as part of the Office of Naval Research MAFTEP* Program: "A
Comparative Analysis of Objective Functions and Criteria of Performance Used in

Navy Systems Analysis Studies." The period of performance was from 1 March 1971
through 31 October 1972. '

This study is concerned with the collection and comparison of measures
of effectiveness (MOE's) used in Navy studies and analyses, and its results are
intended primarily for the use of analysis staffs within the Department of the
Navy. In this final report are included the results of examining 213 Navy studies
of system effectiveness covering virtually all aspects of Naval warfare. These
results are presented in several different forms. One form consists of the basic
data base used in this study which is presented in a format that provides visi-
bility into how the effectiveness analysis was formulated and conducted in each
study examined, the military situation addressed, variables and qualitative fac-
tors considered, and special assumptions and limitations regarding the utility
of the analysis conducted. The other form consists of a general summary of mea-
sures of effectiveness that can be used in Naval warfare, categorized by type of
platform, system or subsystem of interest, as well as area of applicability.

The former is designed to present a sample of previously conducted effectiveness

studies in Naval Warfare for ready reference by analysts desirous of gaining in-

sight into what studies have been done previously, whereas the latter is designed
to present a sample shopping 1ist (based on the studies examined) of measures of

effectiveness for analysts desirous of determining what are some of the possible

measures of effectiveness that they could use in their analysis.

In the course of conducting this study, an extensive survey was con-
ducted to determine the types and variety of measures of effectiveness used in
Naval warfare. This survey effort consisted of a Titerature search, primarily
through the Defense Documentation Center, but contacts were made to various Navy
laboratories and agencies to identify additional, not readily available, studies.

*
Methods for Analysis of Fleet Tactical Effectiveness and Performance
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Once the Titerature review was completed, the measures used were identified and
categorized, as well as the success criteria utilized and, wherever mentioned,
the rationale used in selection. A format was generated to record the pertinent
effectiveness information contained in a study report and the collection of
completed data forms for the 213 studies examined constitutes the data base.
Examining information in this data base, it was possible to recognize a common
approach to be used in studies for the selection of a measure of effectiveness
and the methodology to be employed in its formulation.

An important consideration in the construction of measures of
effectiveness is the hierarchy of variables considered, since this represents
an outline of data requirements. The format, called the Study Review Summary,
devised for use in the data base for studies with adequate supporting mathema -
tical detail, provides insight into both the data requirements for MOE computation
and the hierarchy of development regarding the model variables.
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IT. TECHNICAL APPROACH

To catalog and provide a summary of the types of measures of effective-
ness used in Navy studies and analyses in such a way that it is possible to
compare them and to identify the assumptions used to develop and evaluate
them, necessitated a scheme that for each study gives consideration to:
the physical environment; the threat and target characteristics, tactics
and deployment; the mission scenario, or tactical situation, (its description
and assumptions); and the measure(s) of effectiveness employed. The

approach to developing such a scheme is illustrated by the Study Review
Summary Flow in Figure 1.

The level of the study, such as Force, System or Subsystem, js first
identified. The next step is to identify the type of warfare, which is
referred to as the Function. The-choice of candidates for the Function is
made from the General Operational Requirements (GOR) Areas, given in Table
1. Frequently, the type of warfare or study activity is a combination of
more than one entry from Table 1. The concept of "Function® provides a

means for categorizatjon of studies. Those functions representing studies
reviewed are indicated by "X" in Table 1.

Once the Function has been selected, the Tactical Situation or
Mission(s) under consideration is defined as used in the study. The
former term is commonly used to describe those situations in which two
or more forces or systems are competing in a situation, each with a
different objective, and the study places emphasis on the joint inter-
actions between these forces or systems. The term Mission is then used
for those situations in which study emphasis is placed on one force or
system and its success in meeting a specified objective or set of object-
ives.

. Given the identification and definition of the Tactical Situation
or Mission(s), the Criterion For Success of the force(s), system(s) or
subsystem(s) involved is defined as either specifically stated or impTlied
in the study. The measure(s) chosen to assess how well this Criterion For
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TABLE 1  GENERAL OPERATIONAL REQUIREMENTS AREAS

FUNCTIONS

Strike Warfare

Airborne Attack

Surface Attack

Submarine Attack

Amphibious Assault

Sea Based Strategic Systems
Airborne Antiair Warfare
Surface Antiair Warfare

Antisubmarine and Undersea Warfare

Airborne ASW

Surface ASH

Submarine ASH
Undersea Surveillance
Mining

Mine Countermeasures

Command Support

Command and Control
Naval Communications
Electronic Warfare
Navigation

Air Traffic Control
Ocean Surveillance
Reconnaissance
Intelligence
Environmental Systems
Special Warfare

Operational Support

Logistics

Ocean Science
Personnel
Astronautics
Aviation Support
Ship Support
Ordnance Support

Weapons Effects Countermeasures

USED IN
STUDIES REVIEMWED
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Success is met is (are) then defined, together with the Rationale For
Selection (if given), and its (their) functional form presented. For
example, for a success criterion of target kill, a candidate MOE would be
the probability of target kill and its rationale for selection would be

that it measures the chances of meeting the success criterion. The function-
al form illustrates the number and type of parameters used to compute the
MOE(s). These parameters can be sorted out to those that are peculiar to
the physical environment, threat, target, friendly force or an interaction
between any two or three of these. The distinction to be made between
threat and target is based on the definition of the target as being an
object which is both bassive in i1ts reaction to the encounter and does not
possess any self-defense or attack capability, whereas the threat is either
active in its reaction to the encounter and/or possesses a self-defense or
attack capability. An example of the former would be a bridge, truck or
building, whereas the latter would be represented by an intruding submarine,
aircraft interceptor or SAM site. By sorting out the parameters in this
way, visibility is acquired in terms of data requirements from fleet
exercises and special, tests or demonstrations in order to perform the MOE

- computations.



FORMATS FOR STUDY REVIEWS

In the review of Navy studies and analyses in system effectiveness,
it was found that it was necessary to devise a format for collection and
presentation of the pertinent information. Because of the fact that not
all study reports examined included enough of the supporting parameter
documentation and rationale for MOE formulation, two types of formats
were designed--the Study Review Summary Format (sec Appendix A, Table A-1)
and the MOE Review Format (see Appendix A, Table A-2). The former was
used when it was possible to identify all the pertinent study parameters,
their relationships, and the resulting hierarchy in the MOE development
and formulation. Consequently, the latter format was used when this was
not the case and provides merely a means for presenting the MOE's used
in the study and an identification of how they were used. The Study Review
Summary Format consists of three sections: A, B, and C, whereas the MOE
Review Format consists of the same Section A, but a modified Section B.

In Section A is presented a general description of the nature of the
study including the agency performing the study, an identification of the
report(s) prepared, the date of the study, the report author(s), class-
ification, contract, an abstract and a set of key word descriptors. The
descriptors are chosen in accordance with The Thesaurus of Engineering and
Scientific Terms, prepared for the U.S. Department of Defense by the Office
of Naval Research under Project LEX in joint cooperation with the Engineers

" Joint Council in 1967.

In section B are presented the Evaluation Level of the study, the
applicable Function, the definition(s) of the Tactical Situation(s) or
Mission(s) considered in the study, the Criterion For Success, the Measure(s)
of Effectiveness selected, Rationale For Selection, and the corresponding
functional form(s). In addition, any other MOE's used and identified as
being important, but not necessarily of primary importance, are presented
together with the MOE usage in the study and any special study assumptions.
The Tatter provides information concerning the applicability of the MOE(s)

and its (their) development to other similar situations, as well as the
constraints and real-world utility of the study model. Also presented in



this section is an indication of the hierarchy of development in terms of

the parameters used to formulate the MOE(s). The letter f is reserved for
the MOE functional formulation, and the letters g, h, i,..., etc., in alpha-
betical order, are used to illustrate the functional dependence of parameters
at successively lower levels.

In Section C are presented both the qualitative and quantitative
factors of the MOE formulation. The latter represent the parameters con-
sidered in the study model development. These factors are sorted out
according to physical environment, target, threat, friendly force and inter-
actions between any two or three of these. Within the categories of target,
threat and friendly force, the factors are related to the platforms involved,
their armament, sensors, tactics and deployment. By further categorizing
the factors in this way, the interactions are more readily identifiable, and
it is then possible to show the interactions between the various platforms
and their sensors or armament.

In the case of the MOE Review Format, the first two entries of its
Section B coincide with those in Table A-1, however, the third entry con-
sists of a 1isting of all situations addressed in the study for which MOE's
were considered, together with their rationale for selection, the success
criteria whose quantification of how well met is measured by the MOE's, and
any limitations or assumptions governing the use of these MOE's.

A completed Study Review Summary can be regarded as a "profile" of
the effectiveness study examined and can be used to provide an approximate

assessment of the usefulness of the study made and its areas of applicability.

Given completed Study Review Summaries for similar studies, one could make
a comparison between them by comparing these "profiles". On the other hand,

the MOE Reviews provide merely a listing of MOE's used in the study and their

areas of applicability.

Of the 213 studies reports examined, 139 have been described using

the Study-Review Summary format and 74 by the MOE Review format. The completed

formats are presented in the data base, comprising Volumes 2 and 3 for the
Study Review Summaries and Volume 4 for the MOE Reviews.
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The functions represented in the 213 study reports examined are given
in their numerical ordering in Table 2. In particular, the number of times
each function has arisen in the Study Review Summaries and MOE Reviews is
given in Table 3, which shows that the ASW area accounts for 37% (110 out
of 295) of the warfare areas considered in studies, the attack area accounts
for 23% (68 out of 295), and the AAW area accounts for only 9% (27 out of
295). This means that, as an estimate, 69% of all effectiveness studies
examined address one or more of the areas ASW, Attack or AAW.

In terms of the four categories in the General Gperational Requirements
Areas of Table 1, we see that Strike Warfare arose 359 (104 out of 295) of
the time, Antisubmarine and Undersea Warfare arose 46% (140 out of 295) of

the time, Command Support arose 15% (43 out of 295) of the time, and Operational
Support arose 4% (8 out of 295) of the time.



IV. STUDY REPORT ACQUISITION PROCESS

A natural question to be asked regarding a study of this type concerns
the identification and acquisition of study reports to be used. The initial
source of study reports was derived from a Defense Documentation Center (DDC)
bibliography search and then subsequent examination of DDC bi-monthly index
tabs. In many cases the study reports received contained bibliography and
reference lists that in themselves provided leads to other study reports.

During visits to various Navy laboratories and agencies, additional technical
reports and technical memoranda were identified and subsequently ordered.

Unfortunately, the process of report identification and acquisition
is a time consuming one, especially when these reports are release controlled.
The general approach to acquiring study reports to be reviewed and considered
for inclusion in the data base is described in Figures 2 and 3 for the case
of acquisition through the Defense Documentation Center and through the Navy
Laboratories/Agencies, respectively. If reports are immediately available
through DDC, then the average (calendar) time to acquire them is 20 days,
whereas if any reporf is release controlled then an additional 30 days is
required on the average to obtain approval of both the ONR sponsor and the
report releasing agency. On the other hand, if a report is not available
through DDC, then a request must be made to the originating agency. It
takes approximately 20 days to ascertain that a report is not available
through DDC and 30 days on the average to either receive the report from
the originating agency or to receive notification that release is not
approved. As a consequence, the time required to obtain a report once
the request is initiated ranges from 20 to 70 days on the average. This
can be a significant time delay when one is attempting to screen reports
and establish a study data base of reasonable size for evaluation and
analysis.

10
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TABLE 2 STUDY REVIEW SUMMARIES AND MOE REVIEWS

FUNCTIONS

Airborne ASW

Airborne AAW

Airborne Attack

Environmental Systems

Mining

Mine Countermeasures

Ocean Surveillance

Submarine ASW

Submarine Attack

Surface ASW

Surface AAW

Surface Attack

Sea Based Strategic Systems
Electronic Warfare

Undersea Surveillance

Amphibious Assault

Naval Communications

Command and Control

Navigation
Reconnaissance/Intelligence
Logistics

Ship Support

Special Warfare

Airborne ASW and Submarine ASW
Airborne ASW and Surface ASW
Airborne ASW and Undersea Surveillance
Airborne AAW and Airborne Attack
Airborne Attack and Surface AAW
Airborne Attack and Surface Attack
Airborne Attack and Reconnaissance/
Intelligence

Mining and Mine Countermeasures

11

STUDY REVIEW

SUMMARIES MOE REVIEWS  TOTAL
17 8 25
4 0 4
14 9 23
1 0 1
2 2 4
3 2 5
3 3 6
18 5 23
4 0 4
15 5 20
6 2 8
6 3 9
2 1 3
3 2 5
3 2 5
1 ] 2
0 4 4
0 1 1
0 0 0
2 2 4
1 0 1
0 0 0
1 0 ]
] 0 1
4 2 6
] 0 ]
1 1 2
1 0 ]
1 ] 2
1 1 2
5 0 5
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(6,16)

(2,3,11)

(2,11,14)

(3,12,16)

(3,12,23)

(6,18,19)

(8,9,10)

FUNCTIONS .

Mine Countermeasures and Amphibious
Assault

Mine Countermeasures and Navigation
Ocean Surveillance and Electronic
Warfare '
Submarine ASW and Surface ASW
Submarine ASW and Command and Control
Submarine Attack and Surface ASW
Submarine Attack and Surface Attack
Surface ASW and Surface Attack
Surface AAW and Surface Attack
Surface AAW and Electronic Warfare
Surface AAW and Command and Control
Surface Attack and Amphibious Assault
Electronic Warfare and Naval
Communications

Logistics and Ship Support

Airborne ASW, Ocean Surveillance
and Surface ASW

Airborne ASW, Submarine ASW and
Submarine Attack

Airborne AAW, Airborne Attack and
Surface AAW

Airborne AAW, Surface AAW and
Electronic Warfare

Airborne Attack, Surface Attack and
Amphibious Assault

Airborne Attack, Surface Attack and

. Special Warfare

Mine Countermeasures, Command and
Control and Navigation

Submarine ASW, Submarine Attack and
Surface ASW

12

STUDY REVIEW

SUMMARIES _ MOE REVIEWS  TOTAL
0 1
1 0
1 0
2 0

. 0 1
2 1
0 1
1 1
2 1
1 0
0 1
0 1
0 1
1 1
0 1
0 1
0 1
1 0
1 0
1 0
0 1
1 0




(1,2,10,11)

(1,8,9,13)

(8,9,10,12)

(1,7,8,10,15)

(1,5,8,9,10,21,22)

(2,3,14,17,18,20,21,23)

FUNCTIONS

Airborne ASW, Airborne AAW,

~ Surface ASW and Surface AAW

Airborne ASW, Submarine ASW,
Submarine Attack and Sea

Based Strategic Systems
Submarine ASW, Submarine
Attack, Surface ASW and

Surface Attack

Airborne ASW, Ocean Surveil-
lance, Submarine ASW, Surface
ASW and Undersea Surveillance
Airborne ASW, Mining, Submarine
ASW, Submarine Attack, Surface
ASW, Logistics and Ship Support
ARirborne AAW, Airborne Attack,
Electronic Warfare, Naval
Communications, Command and
Controls Reconnaissance/
Intelligence, Logistics and
Special Warfare

TOTAL

13

STUDY REVIEW
SUMMARIES

Fefe)

MOE
REVIEWS

74

TOTAL

213



TABLE 3 FUNCTIONS REPRESENTED IN STUDY REVIEW SUMMARIES AND MOE REVIEWS

FUNCTIONS

Airborne ASHW

Airborne AAW

Airborne Attack
Environmental Systems
Mining

Mine Countermeasures
Ocean Surveillance
Submarine ASW
Submarine Attack
Surface ASW

Surface AAW

Surface Attack

Sea Based Strategic Systems
Electronic Warfare
Undersea Surveillance.
-Amphibious Assault
Naval Communications
Command and Control
Navigation
. Reconnaissance/Intelligence
Logistics
Ship Support
Special Warfare

14

NUMBER REVIEWED

39
10
34

1
10
13

9
32
13
39
17
21

4
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Total = 295
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V.

ANALYSIS OF STUDY PARAMETERS

For each of the 139 Study Review Suhmaries, Section C was examined to
determine the frequency distribution of parameters (or variables) by category
such as physical environment and its interactions, threat or target, friendly
force, and friendly force-threat and friendly force-target interactions.

‘The sample points were chosen to be for each MOE, given by case, mission or

tactical situation in the study, the vector of (lowest level) parameters used
in the MOE formulation in each of these categories. For all such vectors
representing a given function, the corresponding coordinates were summed and
relative percentages computed. The percentages were then averaged over the
total sample for each parameter category of interest with the results
presented in Table 4. The entries in parentheses represent the sample size
for each function. Because MOE's are sometimes applicable to more than ohe
warfare area, the sum of the sample points for each of the AAW, ASW, Attack,
Mining and Mine Countermeasures, and Surveillance subareas (such as Airborne,
ASHW, Submarine ASW and Surface ASW in the generic area ASW) will exceed

the sample size in the generic area. The "Al1" grouping represents the
result of combining all 139 Study Review Summaries.

Some interesting observations that can be made from Table 4 are as
follows:

(1) Of all studies considered and analyzed via the Study Review
Summary format, nearly 45% of all independent variables used in
the formulation of MOE's are peculiar to the category called Friendly
Force-the side of interest to the study author(s). This percentage
ranges from a low of 31% in Submarine Attack to a high of 76% in
Reconnaissance/Intelligence. These percentages reveal the
emphasis that study authors place on the variables they wish to
consider in their models relative to the force side of interest to
them. This is particularly significant when compared to the fact
that the percentage of independent variables peculiar to the threat
or target is on the average only 19% and has a range of 6% to 31%.

(2) On the average, only slightly less than 3% of all independent

17
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TABLE 4 PER CENT* DISTRIBUTION OF PARAMETERS BY TYPE AND BY FUNCTION

PHYSICAL
ENVIRONMENT . FRIENDLY FORCE-
AND THREAT/  FRIENDLY THREAT/TARGET

FUNCTION INTERACTIONS  TARGET FORCE INTERACTIONS
AAW(39)** .2 17.7 37.5 44.5
Airborne(19) .3 6.1 38.4 55.2
Surface(24) . 25.3 37.5 37.1
ASW(129) 2.6 20.9 41.8 34.7
Airborne(42) 3.2 13.9 539.3 23.6
Submarine(45) 3.1 21.6 33.5 41.7
Surface(54) 1.6 23.7 35.7 39.0
Attack(87) 2.7 21.2 39.6 36.5
Airborne(48) 3.1 20.2 39.4 37.3
Submarine(16) 5.2 17.6 31.3 46.0
Surface(42) .5 26.5 41.8 31.2
Electronic Warfare(11) .3 18.0 44.8 36.9
Mining and Mine

Countermeasures(22) 3.4 22.2 53.4 21.0
Mining(14) 2.8 30.5 48.7 . 18.0

Mine Countermeasures(18) 4.2 14.6 59.5 : 21.8
Reconnaissance/Intelligence(9) .5 14.5 76.0 9.0
Surveillance(11) 11.5 21.1 39.4 28.1
Ocean(7) 8.8 25.4 37.2 28.5
Undersea(5) 12.9 20.7 34.5 31.9
A11(294) 2.9 19.3 44.6 33.3

* Entries across a row do not necessairly sum to 100.00 because of round-off
errors.

** Number of MOE formulations

18



variables used in MOE formulations relate to the physical
environment or its interactions with the other categories. The
observed percentage, with the exception of Surveillance, ranges
from .1% to 5%. In particular, in the ASW area, only 2.6 variables
out of every 100 (independent) variables in an MOE formulation
relate to the physical environment-a rather startling result.
Mining and Mine Countermeasures are areas in which the observed
percentages are essentially at Teast as large or larger than the
overall average. The reason for this appears to be that in the
mine warfare areas consideration is given to physical environment
parameters such as the size énd dimensions of the area being mined
and/or swept. In contrast to the other categories, Ocean and
Undersea Surveillance yield a percentage 3-4 times higher than.
the overall average. This can be readily explained by noting that
in Ocean Surveillance the primary system employed is a satellite
and its effectiveness is determined by such physical environment
parameters as the frequency of clear or cloudy weather as well

as the size and dimensions of the ocean area observed. In Under-
sea Surveillance, the system generally of interest is of the sonar
or hydrophone type whose performance is affected by the physical
environment parameters propagation loss and ambient noise. These
are all important parameters in the ASW area but, relative to the
number of other variables considered, they represent a small
percentage.

Interaction variables (or parameters) are those that are peculiar
to two or more categories, as indjcated by the second and third
hierarchy levels of Figure 1. These kinds of variables arise in
several ways such as the output of another model of complex inter-
actions between opposing forces, or as representative of an inter-
action situation which is either very difficult to describe mathe-
matically or about which Tittle is known in order to describe it.
On the average, these types of variables are used 33% of the time
with a range of 9% to 55%, the latter being in the area of AAWr

19



The reason for the highest percentage being in the AAW category

is that this area includes the analysis of end-game situations
involving encounters such as missile-target or aircraft-ajrcraft;
consequently, interaction variables arise rather naturally. In
the AAW, ASW, Attack, Electronic Warfare and Surveillance areas,,.
we observe that the Friendly Force interactions with the Threat
and/or Target exceed, percentage-wise, the percentage of variables
associated solely with either Threat or Target. This reflects

the Tack of knowledge that exists many times concerning the threat
and target and the resulting tendency to use interaction variables
to bridge this gap. A specific example can be found in analyzing
aircraft survival in passing thru an area defended by surface-to-
air missile batteries. In the absence of information concerning
SAM firing doctrines, inter-battery coordination and performance
envelopes, etc., it is sometimes easier to use as a variable the
probability of aircraft survival against a SAM battery complex,
which represents an interaction between the Friendly Force and
Threat categories.

In considering both the Friendly Force and Friendly Force Threat/
Target Interaction categories, if we sum the corresponding per-

centages we observe that, on the average, for all studies considered

nearly 78% of the independent variables in the MOE formulations
dealt with either the Friendly Force category or its interaction
with the Threat and/or Target categories. For AAW this average

is 82%, for ASW it is 76.5%, for Attack it is 76.1%, for Electronic
Warfare it is 81.7%, for Mining and Mine Countermeasures it is
74.4%, for Reconnaissance/Intelligence it is 85%, and for
Surveillance it is 67.5%. The actual range when examining the
functions separately is from 66% to 94%, with Ocean Surveillance
the lowest and Airborne AAW the highest. These percentages provide

~ quantitative insight into the importance that Friendly Force con-

siderations have in effectiveness analyses.

Using the results of Table 4, to measure the relative frequency or, in

some sense, the importance study authors place in the selection of one category

20
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of independent variables versus another category, the percentage of occurrence
numbers were ratioed to obtain quantities called "importance ratios". In
effect, by forming the ratio of the percentage for one category to the per-
centage for a second category, one obtains an average estimate of the number
of independent variables associated with the first category relative to the

number of independent variables associated with the second category.

Specifically, this was done for friendly force variables relative to threat
and target variables and for friendly force variables relative to friendly
force interactions with the threat and/or target. The resulting ratios can
be regarded as measures of importance placed by study authors on the indepen-
dent variables they select to be used iﬁ the formulation and development of
MOE's. These ratios are presented in Table 5.

Referring to Table 5, the following observations can be made:

(1) On the average, in the formulation of MOE's over twice as many
independent variables for the friendly force are used relative
to the total number of independent variables for threat and/or
target. In a sense, this means that as far as the study authors
are concerned friendly force considerations are at least twice
as important as those for threat and/or target. This particular
ratio ranges from a low of 1.46 to a high of 6.30. Similarly,
friendly force independent variables are regarded as over 1.3

times as important as those involving friendly force interactions
with threat and target.

(2) The highest importance ratios for friendly force variables
relative to threat and target variables occur in Airborne AAW,
Reconnaissance/Intelligence, Airborne ASW and Mine Countermeasures.
In the case of Airborne AAW, from the studies examined emphasis
appears to be placed more on the aircraft and its weapon performance
rather than the characteristics of the threat or target. In Air-
borne ASW there are over four times as many independent variables
considered for the friendly force relative to threat and/or target.
The reason for this is that in this particular warfare area the
émphasis is typically placed on how well aircraft can investigate

21



TABLE 5 SELECTED IMPORTANCE RATIOS BY FUNCTION

FUNCTION

AR
Airborne
Surface

ASW
Airborne
Submarine
Surface

Attack
Airborne

.Submarine

Surface

Electronic Warfare

Mining and Mine

Countermeasures

Mining

Mine Countermeasures

Reconnaissance/Intelligence

FRIENDLY FORCE
TO THREAT/TARGET

Surveillance

Ocean
Undersea

A1l

2.12
6.30
1.48

.00
yal
2915
(o1l

—~ = o~

.87
5
.78
.58

2.49

1.60

1.87

2.31
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FRIENDLY FORCE
‘TO FRIENDLY FORCE-
THREAT/TARGET
INTERACTIONS

.84
.70
1.01

1.20
2.5]
.80
0

1.08
1.06

.68
1.34

1.21

1.40
1.31
1.08
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contacts, detect, localize and kill submarines, lay sonobuoy -
barriers and use dipping sonars. Consequently, the threat or
target is not regarded as important in comparison to how well
these operations are performed. Similarly, in the case of Mine
Countermeasures, the real interest is in how well the counter-
measures operation is conducted, and is also assessed as being
at least four times as important as the threat and/or target.
In the reconnaissance/intelligence area, the emphasis is placed

on system performance in the sense of how wel] the system can

collect, evaluate and process information rather than the char-
acteristics of the object(s) being observed; consequently, we

see this reflected in the 5.24 importance ratio. This is further
illustrated by the 8.44 ratio of friendly force variables to
friendly force interactions with threat and target, showing a
“lack" of interaction.

- An importance ratio of less than 1.0 for friendly force variables

relative to friendly force interactions with threat and target
indicates that effectiveness analysis of the encounter requires
consideration of situations where total information is not
generally available, such as tactics and the reaction to tactics,
thus necessitating the analysis of complex interactions rather
than being able to express the model in terms of variables from
single categories such as friendly force. This is indicated in
the areas of Airborne AAW, Surface ASW, Submarine ASW and Sub-
marine Attack where, indeed, tactics and the reaction to tactics
play an important role in the effectiveness analysis.

In the cases of Airborne ASW, Mining, Mine Countermeasures and
Reconnaissance/Intelligence, the lack of emphasis on interactions
of the friendly force with the threat and target is indicated by
the importance ratios ranging from 2.51 to 8.44. In these warfare
areas, apparently either there exists virtually no requirement

for interaction variables at the lowest level or the interaction
effects can be more easily modeled and decomposed into lower level

23



independent variables.

As an exercise to determine the percent distribution of variables by
evaluation Tevel of studies, the three levels given by force, system and
subsystem were examined for all warfare areas combined to obtain the follow-
ing results, corresponding to Tables 4 and 5:

TABLE 6 PER CENT DISTRIBUTION OF PARAMETERS BY TYPE AND STUDY LEVEL

PHYSICAL
ENVIRONMENT . FRIENDLY FORCE-
AND THREAT/ FRIENDLY  THREAT/TARGET
STUDY LEVEL INTERACTIONS TARGET FORCE INTERACTIONS
Force 1.6 22.6 39.2 36.6
System 3.5 7.6 45.3 33.5
Subsystem 1.7 21.0 59.5 17.8

TABLE 7 SELECTED IMPORTANCE RATIOS BY STUDY LEVEL

FRIENDLY FORCE
TO FRIENDLY FORCE-

FRIENDLY FORCE THREAT/TARGET

~ STUDY LEVEL TO THREAT/TARGET INTERACTIONS
Force - 1.78 1.07
System 2.57 1.35
Subsystem 3.83 3.34

No explanation is readily apparent for the trend exhibited by the per-
centages for the physical environment and its interactions and for the threat
and target percentages as the study Tevel decreases from force to subsystem.

However, as one would intuitively expect, the percent distribution of variables

associated with the friendly force category increases in going from force

Tevel to subsystem level and, similarly, the percent distribution of variables

24
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associated with friendly force-threat and friendly force-target interactions
decreases in going from force level to subéystem level. Also, from Table 7,
we observe that the importance attributed to friendly force variables vis-a-
vis threat and target variables increases in going from force level to sub-
system level. A similar effect occurs for friendly force variables vis-a-
vis friendly force interactions with threat and target. These trends can

be rationalized from the point of view that,.in contrast to a force level
study, at the subsystem Tevel there is less interest in the threat and target
characteristics as well as their interactions with the friendly force.
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ANALYSIS OF MOE'S BY STUDY LEVEL AND TYPE

In the 213 study reports examined, there is a total of 933 MOE's, both
primary and additional, to be found in the Study Review Summaries and the
MOE Reviews. In Table 8 is presented a summary of these MOE's by level
(force, system or subsystem) and by type (probabilistic, statistical, determin-
istic or other).

TABLE 8 MOE DISTRIBUTION BY STUDY LEVEL AND TYPE

TYPE
PROBABILISTIC STATISTICAL DETERMINISTIC . OTHER
STUDY LEVEL NO. % NO. % NO. % NO. % TOTAL
Force T 26.1 84 38.5 70 32.1 7 o] 2'.
System 183 38.4 100 21.0 178 37.3 16 3.3 477
Subsystem 103 43.3 _47  19.7 _84 35.3 4 [ 7
343 36.8 231 24.8 332 35.6 27 2.8 9

By type of MOE in Table 8, probabilistic includes MOE's that represent

. the probability of occurrence of one or more events; statistical MOE's include

median, standard deviation, variance, average or expected value, and bias;
deterministic MOE's include costs, kill rates, sortie rates, etc.; other MOE's
include exchange ratios and cost-effectiveness type ratios. In particular,

we observe that probabilistic MOE's are more prevalent as the study level

goes from force to subsystem; however, statistical MOE's (primarily those that
are expected values or averages) are more prevalent as the study level goes
from subsystem to force. The former is a plausible trend since system and
subsystem Jevel studies are generally concerned with system and equipment
performance measured in a probabilistic way; whereas, in the latter case, force
level studies typically involve more interactions (see Table 6) and the model-
ing of more complex situations and numerous dependent events, thus making the
use of expected value type measures more appealing than the derivation of
probabi]istic measures of these situations. On the other hand, there appears
to be Tittle or no correlation between the use of deterministic MOE's and the
study level involved. '
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VII. MOE SELECTION PROCESS

The basic steps to be followed in the selection of an MOE can be
patterned after the Study Flow Summary of Figure 1 as follows:
(1) Select function (i.e., warfare area)
(2) Select evaluation level (e.g., force, system or subsystem)
3) Select mission or tactical situation
4) Identify platforms, systems and subsystems
) Select success criterion
) ldentify applicable MOE's
) Review rationale for MOE selection
) Select MOE(s)

The choice of the function, or warfare area, can be made from the areas
of Strike Warfare, Antisubmarine and Undersea Warfare, Command Support, and

Operational Support as outlined in Table 1, representing the General Operational
Requirements areas.

In selecting the evaluation level of interest typical subsystems are a
radar, sonar, gun, missile or computer, whereas typical systems are an aircraft,
destroyer, submarine, aircraft carrier or satellite. A force level study
then constitutes a mix of systems of this type, such as aircraft and destroyers
or destroyers and submarines, etc. This type of distinction between the
three levels is the convention that has been used in reviewing the studies
presented in the summary formats of Volumes 2-4.

The choice of a mission or tactical situation depends not only on the
warfare area of interest but also on the evaluation level. In this study
report no attempt has been made to standardize the definitions of missions or
tactical situations. The primary reason for this is that in many areas there
does not appear to be common agreement amongst analysts as to the definition
of a mission with a specified name. To illustrate this point and, at the
same time, to provide a shopping list of missions and tactical situations
addressed in Naval warfare, in Appendix D are presented in summary form the

missions and tactical situations found in the 139 Study Review Summaries of
Volumes 2 and 3.
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The identification of the platforms, systems and subsystems in a given
mission or tactical situation is important for several reasons. First, this
is necessary in order to determine the data requirement areas for MOE com-
putation. For example, in Section C of each Study Review Summary are
presented the data requirements for a given mix of platforms, systems and
subsystems in a specified mission or tactical situation. Second, the choice
of a success criterion and a measure of effectiveness will depend on the
platform, system and subsystem mix being considered.

In choosing a success criterion, one must examine the objective of the
mission or tactical situation. The measure of effectiveness then represents
a quantification of how well this success criterion is met. For example,

in the Area Preparation Mission the objective is to destroy or suppress enemy

offensive and defensive firepower before the operation begins. A possible
success criterion would be destruction or suppression of enemy offensive and
defensive firepower. In an Interdiction Mission the objective is to reduce
an enemy's capability to wage war by impeding his freedom of movement through
slowing or stopping the flow of enemy supplies, destruction of materials and/

or the vehicles used to transport it, and destruction of transportation routes.
In this case, a possible success criterion would be the reduction of the enemy's
capability to wage war. For each of the missions and tactical situations found

in the Study Review Summaries of Volumes 2 and 3, the corresponding success

criteria are presented in Appendix D. These tables are hot.intended to be ex-
haustive but merely illustrative of what was used in the study reports examined.

The choice of a measure of effectiveness for a given combination of
success criterion, mission or tactical situation, platform, system and sub-
system mix, evaluation level and warfare area is not necessarily unique.
This can be easily observed by reviewing the tables presented in Appendix D.
When there is more than one candidate MOE available, one needs to assess

its merits and the eventual use of the MOE in decision-making. If an absolute

score is desired such as targets destroyed in a specified interval of time,
then the MOE given'by the number of targets destroyed is a logical choice;
on the other hand, if a rate of destruction measure is desired, then the
number of targets destroyed per unit time is a logical choice.
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To further illustrate the process of selecting an MOE, consider an
antiradiation missile which is designed to home-on and to destroy radars.
At first glance it would seem logical to define the success criterion as
destruction of radars, and the MOE as the probability of radar kill. However,
in reality, the objective is to suppress enemy radar transmissions or to

.cause the enemy radars to cease radiating. This can be done in several ways
such as:

(1) the missile can physically destroy the radar as it is designed
to do; ‘

(2) the missile can be fired at the radar target, and if the radar
operator is aware that the missile has been launched at him, he
may shut the radar off the air rather than risk being destroyed;

(3) the mission can be accomplished if the pilot turns the aircraft
carrying the antiradiation missile toward the target, preparing
for or feigning a missile launch, and then the radar operator,
anticipating a missile attack, shuts down.

Consequently, the mission objective can be accomplished without firing any
missiles at all. 1In the case of strike warfare where the antiradiation
missile is employed to protect penetrating aircraft, a candidate measure of
effectiveness would be the probability that either no surface-to-air missiles
are fired or, given that at least one SAM is fired, all aircraft survive.

In Figure 4 is presented in flow chart form the MOE selection process
as given by steps (1)-(8), using as warfare areas those that were found in
the 213 study reports examined. To further illustrate this process at the
force, system and subsystem lTevels, respectively, Figures 5-7 provide ex-
amples in the area of airborne attack. In each figure an identification is
made between a Study Review Summary or MOE Review in the data base provided
by Volumes 2-4 and the warfare area, the evaluation level, the mission, the
platform, system and subsystem mix, the success criterion, and the MOE selected.
This identification is, of course, optional but it does provide a means for
using this rather extensive data base.

To further provide assistance in the selection of success criteria and
measures of effectiveness, in Appendix E is given a table of success criteria
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SELECT FUNCTION:

1} Airborne ASW 13)
2) Airborne AAW 12)
3] Airborne Attack

4) Environmental Systems
S) Mining

6) Mine Countermeasures
7) Ocean Surveillance

Sea Based Strategic Systerns
Electronic Warfare

15) Undersea Surveillance

16) Amphibious Assault

17)  Naval Communications

18) Command and Control

8) Submarine ASW 19]  Navigation ;
9) Submarine Attack 20) znﬂ.u:_...n_uun:no\_am:_mm:nm
10) Surface ASW 21] Logistics

IDENTIFY . 11)  Surface AAW 22)  Ship Support

)vU_M_Ms.mrm MOE'S: 12} Surface Attack 23) Special Wartare

2) MOE

.

s

.

N]MOE

SELECT LEVEL OF
REVIEW RATIONALE FOR EVALUATION:

SELECTION: 1} Force «
A 2) System
z_n_um Rationale 3) Subsystem
) _‘ _ _ System Level _ _

2 Force Level Subsystem Level _

: i i i

N S —
H PLATFORMS: PLATFORMS: PLATFORMS
_ mmrmn,_n.vR_mm.Oz 1) Threat Composition: 1} Threat Composition: 1] Threat Composition:
Platform Type(s) Platform Type(s) Platform Typel(s}
TACTICAL SITUATION Platform Subsystem(s) Platform Subsystem(s) Platform Subsystem(s)
SELECT 2) Target Composition: 2) Target Composition: 2}  Target Composition:
Kth MOE Platform Typels) Platform Typels) Platform Typel(s)
Platform Subsystem Platform Subsystem(s) Platform Subsystem(s)
T 31 Friendly Force Composition: 3) Friendly Force Composition: 3] Friendly Force Composition:
{ {optional) Platform Type(s) Platform Type(s} Platform Type(s)
Platform Subsysterm{s) Platform Subsystem(s) Platform Subsystem{s)

. 4) System to be evaluated 4) Subsystem to be evatuated
SEARCH DATA BASE IDENTIFY PLATFORMS,

FOR 5TUDY USING SYSTEMS AND
Kth MOE SUBSYSTEMS

_ i i {

SEE:

STUDY REVIEW
SUMMARY NO.

or
MOE REVIEW NG. ____

FIGURE 4

SELECT SUCCESS CRITERION:

{for specified mission(s)
and platform(s) for force
ievel studies)

SELECT SUCCESS CRITERION:

{for specified mission(s},
platform(s) and piatfcrm
subsystem(s) for system

level studies)

SELECT SUCCESS CRITERION:
(for specified mission(s),
platform(s), platform
subsystem(s) and sub-
system to be évaluated)

DETAILED MOE SELECTION PROCESS
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and MOE's for cach platform, system and subsystem-warfare area-situation
found in the review of the 213 studies. In this table "platform" is used
to denote the platform, system or subsystem chosen. The utility of this
table is expected to be that it provides a ready reference, for a given

choice of "platform," warfare area and situation in which the "platform”

.is being used, to applicable success criteria and measures of effective-

ness. This table is not intended to be exhaustive but merely illustrative
of the type of such information found in Naval warfare via the review of
213 (somewhat arbitrarily chosen) studies.

A few final remarks are in order concerning the type of MOE to be
chosen. As was pointed out in VI, the types of MOE's found used in studies
range from probabilistic to statistical to deterministic. In particular, one
type of commonly occurring MOE is that of an expected value measure. This
type is derived from an analytical model which produces for a given set of
input conditions a single, uniquely determined result, namely, the “expected
value" of the engagement or campaign. Such models .have the disadvantage of
not reflecting the variance from the "expected" results that should be anti-
cipated in the real world, and, further, they do not reflect the effect of
improbable, but possible, events or results. One example of the latter sit-
uation would be an AAW system for which the mean time to acquire a target is
greater than the time a given high-speed, low-altitude target is engageable
(from crossing the radar horizon to impact). The "expected value" of this
encounter is zero kills by the AAW system. However, if there is a reasonable
probability (say 20%) that the AAW system would acquire the target in time
to fire a salvo (even though its mean reaction time was too long), then a
Monte Carlo or similar model that could reflect this fact would predict both
zero and non-zero results. Many repetitions would, of course, be required
to obtain a mean value and establish a variance. However, unliess the AAW
system acquisition time distribution function is accurately known, errors
would be generated by the tails of the assumed distribution functions. The
expected value result is also likely to be erroneous to the extent that accu-
rate reflection of the distribution functions of the many probabilistic events
involved in AAW is important, but data on these functions may be totally lack-
ing and, as a result, no calculation can be advertised as accurately reflecting
them.
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Typically (see Table 8), in force level studies the measure of
effectiveness is given as an expected value. There is a major difficulty
in obtaining the expression for the MOE, since it is the expected value of
some random variable Y which is generally a nonlinear function of a number

of other random variables, say, X], XZ"" In this case we have MOE =

: E[Y(X],Xz,...)] = YXX],XZ,...). Since, in many cases, at most the expected

values X], X2,..., etc.lare known, this has led to the approximation given
by MOE = Y(X},Yé,...). This is only a satisfactory approximation under the
two conditions that (1) Y is approximately linear, and (2) dispersion of
each of the random variables Xi about jts mean Y} is sufficiently small.
Condition (1) is, in general, rarely met. A model in which the variables

Xi are markedly dispersed about their expected value Y} is called (due to
Dr. B. 0. Koopman) a dispersive model, while when on the contrary all the
variables have such small dispersions that these can be neglected, a non-
dispersive model. Clearly, for a given effectiveness model structure lead-
ing to Y = Y(Y},Yé,...), then MOE = Y(X},X},...) is to assume that the model
is non-dispersive. The cause of dispersion in dispersive models can be found
in the variability of the environment, the equipment performance, and in the
unpredictability of enemy action as well as the uncertainty of the friendly
force reaction. The point to be made here is that one should be aware of
the inherent assumptions and limitations involved in using expected values
either for MOE's or as data inputs in their computation.
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APPENDIX A STUDY FORMATS
TABLE A-1  STUDY REVIEW SUMMARY FORMAT

STUDY DESCRIPTION

1) Originating Activity

2) Report Title

3) Author(s)

4) Report Number (or source, if a journal article)
5) Date

6) Classification

7) Contract (including sponsoring agency)

8) Abstract

9) Descriptors

EFFECTIVENESS MEASUREMENT

1) Evaluation Level

2) Function l

3) Mission(s) (or Tactical Situation(s))

3.1) Mission (or Tactical Situation) Type(s)
3.1.1) Definition
3.1.2) Criterion For Success
3.1.3) MOE(s) Selected
3.1.3.1) Rationale For Selection

3.1.4) Functional Form Of MOE
3.1.5) Additional MOE's Identified

4) MOE Usage In Study

5) Special Study Assumptions (including rationale)

. EFFECTIVENESS FACTORS

1) Physical Environment
1.1) Qualitative Factors
1.2) Quantitative Factors

A-1



2) Threat Composition

2.1)

30

Platform Types

2.1.1)
2.1.2)
2.1.3)

2.1.4)

2.1.5)

2.1.6)

Qualitative Factors

Quantitative Factors
Sensors

2.1.3.1) Qua]itative'Factors
2.1.3.2) Quantitative Factors

2.1.3.3) Deployment
2.1.3.3.1)
2.1.3.3.2)
2.1.3.4) Tactics
2.1.3.4.1)
2.1.3.4.2)
Armament

2.1.4.1) Qualitative

Qualitative Factors
Quantitative Factors

Qualitative Factors
Quantitative Factors

Factors

2.1.4.2) Quantitative Factors

. 2.1.4.3) Deployment

2.1.4.3.1)
2.1.4.3.2)
2.1.4.4) Tactics
2.1.4.4.7)
2.1.4.4.2)
Depioyment

2.1.5.1) Qualitative

Qualitative Factors
Quantitative Factors

Qualitative Factors
Quantitative Factors

Factors

2.1.5.2) Quantitative Factors

Tactics

2.1.6.1) Qualitative Factors
2.1.6.2) Quantitative Factors’
3) Target Composition

Platform Types

3.1.1)
3.1.2)
3.1.3)

Qualitative Factors
Quantitative Factors
Sensors
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3.1.4)

3.1.5)

3.1.6)

4.1)
4.1.1)
4.1.2)
4.1.3)

3.1.3.1)
3.1.3.2)
3.1.3.3)

3.1.3.4)

Armament
3.1.4.71)
3.1.4.2)
3.1.4.3)

3.1.4.4)

Deployment
3.1.5.1)
3.1.5.2)
Tactics
3.1.6.1)
3.1.6.2)

Platform Types

Qualitative Factors
Quantitative Factors

Deployment
3.1.3.3.1)
3.1.3.3.2)
Tactics

3.1.3.4.1)
3.1.3.4.2)

Qualitative Factors
Quantitative Factors

Qualitative Factors
Quantitative Factors

Qualitative Factors
Quantitative Factors

Deployment
3.1.4.3.1)
3.1.4.3.2)
Tactics

3.1.4.4.1)
3.1.4.4.2)

Qualitative

Quaiitative Factors
Quantitative Factors

Qualitative Factors
Quantitative Factors

Factors

Quantitative Factors

Qualitative Factors

Quantitative Factors
4) Friendly Force Composition

Qualitative Factors

Quantitati
Sensors
4.1.3.1)
4.1.3.2)
4.1.3.3)

ve Factors

Deployment

Qualitative Factors
Quantitative Factors

4.1.3.3.1) Qualitative Factors
4.1.3.3.2) Quantitative Factors
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4.1.3.4) Tactics
4.1.3.4.1)
4.1.3.4.2)
4.1.4) Armament
4.1.4.1) Qualitative

Qualitative Factors
Quantitative Factors

Factors

4.1.4.2) Quantitative Factors

4.1.4.3) Deployment

Qualitative Factors
Quantitative Factors

Qualitative Factors
Quantitative Factors

4.1.4.3.1)
4.1.4.3.2)
4.1.4.4) Tactics
4.1.4.4.7)
4.1.4.4.2)
4.1.5) Deployment

4.1.6)

4.1,5.1) Qualitative Factors

4.1.5.2) Quantitative Factors
Tactics

4.1.6.1) Qualitative Factors

4.1.6.2) Quantitative Factors

5) Threat - Target Interaction
5.1) Platform - Platform

5.1.1)

Type
5.1.1.1) Quantitative Factors

5.2) Platform - Sensor

5.2.1)

Type
5.2.1.1) Quantitative Factors

5.3) Sensor - Platform

5.3.1)

Type
5.3.1.1) Quantitative Factors

5.4) Platform - Armament

5.4.1)

Type
5.4.1.1) Quantitative Factors

5.5) Armament - Platform

5.5.1)

Type
5.5.1.1) Quantitative Factors
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5.6)

5.7)

5.8)

5.9)

Sensor - Sensor
5.6.1) Type

5.6.1.1) Quantitative Factors
Armament - Armament
5.7.1) Type

5.7.1.1) Quantitative Factors
Sensor - Armament
5.8.1) Type

5.8.1.1) Quantitative Factors
Armament - Sensor ’

5.9.1) Type

5.9.1.1) Quantitative Factors

Friendly Force - Threat Interaction

6.1)

6.2)

6.3)

6.4)

6.5)

6.6)

6.7)

Platform - Platform
6.1.1) Type
6.1.1.1) Quantitative Factors
Platform - Sensor
6.2.1) Type

6.2.1.1) Quantitative Factors
Sensor - Platform
6.3.1) Type

6.3.1.1) Quantitative Factors
Platform - Armament
6.4.1) Type

6.4.1.1) Quantitative Factors
Armament - Platform
6.5.1) Type

6.5.1.1) Quantitative Factors
Sensor - Sensor
6.6.1) Type

6.6.1.1) Quantitative Factors
Armament - Armament
6.7.1) Type

6.7.1.1) Quantitative Factors
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6.8)

6.9)

Sensor - Armament
6.8.1) Type
6.8.1.1). Quantitative
Armament - Sensor
6.9.1) Type

6.9.1.1) Quantitativé

Friendly Force - Target Interaction

7.1)

7.2)

7.3)

7.4)

7.5)

7.6)

7.7)

7.8)

Platform - Platform
7.1.1) Type

7.1.1.1) Quantitative
Platform - Sensor
7.2.1) Type

7.2.1.1) Quantitative
Sensor - Platform
7.3.1) Type

7.3.1.1) Quantitative
P]atform - Armament
7.4.1) Type

7.4.1.1) Quantitative
Armament - Platform
7.5.1) Type

7.5.1.1) Quantitative
Sensor - Sensor
7.6.1) Type

7.6.1.1) Quantitative
Armament - Armament
7.7.1) Type

7.7.1.1) Quantitative
Sensor - Armament
7.8.1) Type

7.8.1.1) Quantitative

Factors

Factors

Factors

Factors

Factors

Factors

Factors

Factors

Factors

Factors
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7.9) Armament - Sensor
7.9.1) Type
7.9.1.1) Quantitative Factors
8) Threat - Physical Environment Interaction
8.1) Platform
8.1.1) Type
8.1.1.1) Quantitative Factors
8.2) Sensor
8.2.1) Type
8.2.1.1) Quantitﬁtive Factors
8.3) Armament
8.3.1) Type
8.3.1.1) Quantitative Factors
9) Target - Physical Environment Interaction
9.1) Platform
9.1.1) Type
0 9.1.1.1) Quantitative Factors
9.2) Sensor
9.2.1) Type
9.2.1.1) Quantitative Factors
9.3) Armament
9.3.1) Type
9.3.1.1) Quantitative Factors

10) Friendly Force - Physical Environment Interaction
10.1) Platform

10.1.7) Type

10.1.1.1) Quantitative Factors
10.2) Sensor

10.2.1) Type
~10.2.1.1) Quantitative Factors
10.3) Armament
10.3.71) Type
10.3.1.1) Quantitative Factors
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11) Threat - Taﬁget - Friendly Force Interaction

11

11

11

11

11

11

11

11

1

1

11

.1) Platform

11.1.1)

.2) Platform

11.2.1)

.3) Sensor -

11.3.1)

.4) Platform

11.4.1)

.5)  Armament

11.5.1)

.6) Sensor -

11.6.1)

.7) Armament

11.7.1)

.8) Sensor -

11.8.1)

.9) Armament

11.9.1)

.10) Platform

11.10.1)

.11) Platform

11.11.7)

- Platform - Platform
Type

11.1.1.1) Quantitative
- Sensor - Platform

Type

11.2.1.1) Quantitative
Platform - Platform
Type

11.3.1.1) Quantitative
- Armament - Platform
Type

11.4.1.1) Quantitative
- Platform - Platform
Type

11.5.1.1) Quantitative
Sensor - Platform

Type

11.6.1.1) Quantitative
- Armament - Platform
Type

11.7.1.1) Quantitative
Armament - Platform
Type

11.8.1.1) Quantitative
- Sensor - Platform
Type

11.9.1.1) Quantitative
- Platform - Sensor
Type

11.10.1.1) Quantitative
- Sensor - Sensor

Type

11.11.1.1) Quantitative
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Factors

Factors

Factors

Factors

Factors

Factors

Factors

Factors

Factors

Factors



I O N N OE B BN B E E E B B BE BN B BN |
| - R

11

11

11

11

11

1

11

11

11

11

11

.13)

.14)

.15)

.16)

17)

.18)

.19)

.20)

21)

.22)

.12) Sensor -

11.12.1)

Platform
11.13.1)

Armament
11.14.1)

Sensor -
11.15.1)

Armament

11.16.1)

Sensor -
11.]7.])

Armament
11.18.1)

Platform
11.19.1)

Platform
11.20.1)

Sensor -

11.21.1)

Platform
11.22.1)

Platform - Sensor

Type

11.12.1.1) Quantitative
- Armément - Sensor
Type

11.13.1.1) Quantitative
- Platform - Sensor
Type

11.74.1.1) Quantitative
Sensor - Sensor

Type

11.15.1.1) Quantitative
- Armament - Sensor
Type

11.16.1.1) Quantitative
Armament - Sensor

Type

11.17.1.1) Quantitative
- Sensor - Sensor

Type

11.18.1.1) Quantitative
- Platform - Armament
Type

11.19.1.1) Quantitative
- Sensor - Armament
Type

11.20.1.1) Quantitative
Platform - Armament
Type

11.21.1.1) Quantitative
- Armament - Armament
Type

11.22.1.1) Quantitative
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Factors

Factors

Factors

Factors

Factors

Factors

Factors

Factors

Factors

Factors

Factors



12)

11.23) Armament
11.23.1)

11.24) Sensor -
11.24.1)

11.25) Armament
11.25.1)

11.26) Sensor -
11.26.1)

11.27) Armament
11.27.1)

Threat - Target
12.1) Platform
12.1.1)

12.2) Platform
12.2.1)

12.3) Sensor -
12.3.1)

12.4) Platform
12.4.1)

12.5) Armament
12.5.1)

12.6) Sensor -
12.6.1)

- Platform - Armament

Type

11.23.1.1) Quantitative Factors
Sensor - Armament

Type

11.24.1.1) Quantitative Factors
- Armament - Armament

Type

11.25.1.1) Quantitative Factors
Armament - Armament

Type

11.26.1.1) Quantitative Factors
- Sensor - Armament

Type

11.27.1.1) Quantitative Factors
- Physical Environment Interaction
- Platform

Type

12.1.1.1) Quantitative Factors
- Sensor

Type

12.2.1.1) Quantitative Factors
Platform

Type

12.3.1.1) Quantitative Factors
- Armament

Type

12.4.1.1) Quantitative Factors
- Platform

Type

12.5.1.1) Quantitative Factors
Sensor

Type

12.6.1.1) Quantitative Factors

A-10



A o

2 E
T

b=
i
-
L

: F,ﬁ”

.=

=

13)

12.7)

12.8)

12.9)

Friendly Force - Target - Physical Environment Interaction

13.1)

13.2)

13.3)

13.4)

13.5)

13.6)

13.7)

13.8)

Armament - Armament
12.7.1) Type

12.7.1.1) Quantitative Factors
Sensor - Armament
12.8.1) Type

12.8.1.1) Quantitafive Factors
Armament - Sensor
12.9.1) Type

12.9.1.1) Quantitative Factors

Platform - Platform
13.1.1) Type

13.1.1.1) Quantitative Factors
Platform - Sensor
13.2.1) Type

13.2.1.1) Quantitative Factors
Sensor - Platform
13.3.1) Type

13.3.1.1) Quantitative Factors
PTatform - Armanent
13.4.1) Type

13.4.1.1) Quantitative Factors
Armament - Platform
13.5.1) Type

13.5.1.1) Quantitative Factors
Sensor - Sensor
13.6.1) Type

13.6.1.1) Quantitative Factors
Armgment - Armament
13.7.1) Type

13.7.1.1) Quantitative Factors
Sensor -~ Armament
13.8.1) Type

13.8.1.1) Quantitative Factors



14)

13.9)

Friendly Force - Threat - Physical Environment Interaction

14.1)

14.2)

14.3)

14.4)

14.5)

14.6)

14.7)

14.8)

14.9)

Armament - Sensor
13.9.1) Type
13.9.1.1) Quantitative

Platform - Platform
14.1.1) Type
14.1.1.1) Quantitative
Platform - Sensor
14.2.1) Type I
14.2.1.1) Quantitative
Sensor - Platform
14.3.1) Type
14.3.1.1). Quantitative
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